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Abstract: The bioresorbable vascular scaffold (BVS) is a new generation of bioresorbable
scaffold (BRS) for the treatment of coronary artery disease. A potential challenge of BVS is
malapposition, which may possibly lead to late stent thrombosis. It is therefore important to
conduct malapposition analysis right after stenting. Since an intravascular optical coherence
tomography (IVOCT) image sequence contains thousands of BVS struts, manual analysis is labor
intensive and time consuming. Computer-based automatic analysis is an alternative, but faces
some difficulties due to the interference of blood artifacts and the uncertainty of the struts number,
position and size. In this paper, we propose a novel framework for a struts malapposition analysis
that breaks down the problem into two steps. Firstly, struts are detected by a cascade classifier
trained by AdaBoost and a region of interest (ROI) is determined for each strut to completely
contain it. Then, strut boundaries are segmented within ROIs through dynamic programming.
Based on the segmentation result, malapposition analysis is conducted automatically. Tested on 7
pullbacks labeled by an expert, our method correctly detected 91.5% of 5821 BVS struts with
12.1% false positives. The average segmentation Dice coefficient for correctly detected struts was
0.81. The time consumption for a pullback is 15 sec on average. We conclude that our method
is accurate and efficient for BVS strut detection and segmentation, and enables automatic BVS
malapposition analysis in IVOCT images.
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

OCIS codes: (100.6950) Tomographic image processing; (170.4500) Optical coherence tomography; (100.2960) Image
analysis.
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1. Introduction

Cardiovascular disease is the world’s NO.1 cause of death in recent years, accounting for 17.3
million deaths per year, a number that is expected to grow to 23.6 million by 2030 [1]. Coronary
stenting is the most common treatment modality for coronary artery disease. However, metallic
stents face the potential risk of late stent thrombosis [2]. The drug-eluting stent (DES) is a
later generation of stent design which can significantly reduce in-stent restenosis [3]. However,
multiple risk factors become evident 3-6 months after DES implantation [4] and therefore lead to
risks of late stent thrombosis in the long term. The third generation of stent is “Bioresorbable
Scaffolds (BRS)”, which is seen as one of the most promising type of scaffolds in the long term.
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Absorb by Abbott (bioresorbable vascular scaffold, BVS) is one of the many scaffold types of
BRS. Although BVS has been retracted from the market, studies on automatic analysis of BVS
struts are of importance since they are potentially useful for the analysis of other types of BRS
with similar features. One of the major studies of BVS is malapposition analysis. Malapposition
is defined as incomplete strut apposition when axial distance between the abluminal surface of
struts and the endoluminal surface of the vessel wall is larger than strut thickness (about 150
µm) [5], and is considered as a potential cause of late stent thrombosis [6].
Intravascular optical coherence tomography (IVOCT), due to its superior resolution, is currently

the state-of-the-art imaging modality that enables BVS malapposition analysis [7]. In current
practice, malapposition analysis in IVOCT images is mainly conducted qualitatively by human
experts. which may face the problem of subjectivity and inaccuracy. Therefore, quantitative
malapposition analysis is of important clinical value. However, current quantitative analysis is
time consuming and labor intensive due to the large amounts of image frames in a pullback.
Therefore, fast and quantitative malapposition analysis for BVS is highly desired and of great
clinical value.

Since the location, size and number of BVS struts are uncertain and vary from image to image,
it’s difficult to directly segment each strut by traditional segmentation methods [8]. However,
if the position of each strut is detected in advance, the segmentation problem can be resolved
by traditional methods [8]. Therefore, it is important to accurately detect each strut before
segmentation. Automatic stent detection is still at an early stage worldwide and most attention has
been focused on metallic stent. Some previous studies have been proposed in recent years [9–13].
However, these methods have only utilized local features of metallic stent and can hardly be
applied to BVS detection since metallic stent is quite different from BVS. To the best of our
knowledge, the only published work for BVS detection is conducted by Wang et al. [14], whose
method is mainly based on gray and gradient features and uses a large number of thresholds to
detect BVS struts. However, since the intensity and contrast of IVOCT images vary, and there
may exist some blood artifacts in the vessel, this method with fixed empirical parameters and
thresholds is difficult to generalize in practice.
On the other hand, machine learning has been increasingly employed in medical image

processing [15] due to its advantage of high robustness and generalization. Therefore in order
to obtain better generalization, in this paper, a cascade of classifiers is trained based on
Adaboost [16] and is then employed to detect BVS struts center position and region. After that,
dynamic programming (DP) [17] is deployed to segment the boundary of each strut. Based on
the segmentation result, malapposition analysis is conducted automatically. Given the above
aspects, our method enables automatic BVS struts analysis in IVOCT images. In order to evaluate
our method, we compared automatic and manual analysis results. Qualitative and quantitative
validation showed that the presented method is efficient and robust.

The rest of the paper is organized as follows: the detailed method for BVS struts detection
and segmentation is illustrated in section 2. The experimental setup and evaluation method
are presented in section 3. The experimental results are presented and discussed in section 4.
Conclusions are drawn in section 5.

2. Method

As is shown in Fig. 1, BVS struts are represented by bright rectangular boundaries with box-shape
black cores inside. The goal is to detect and segment each strut to quantitatively evaluate
malapposition. The workflow mainly contains three steps: 1) Struts detection. The main goal is to
detect the location and size of BVS struts; 2) Struts segmentation. The main task is to segment the
struts boundaries after detection; 3) Malapposition evaluation. With detection and segmentation
results, malapposition evaluation is conducted for further analysis. In the following subsections,
each step is described in more detail.
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Fig. 1. Procedures of BVS struts analysis. Each step is: 1O Struts detection; 2O Struts
segmentation; 3O Malapposition analysis;

2.1. Struts detection

In our method, machine learning is employed for the detection of struts position and size. A
key point in machine learning is to decide what features to extract. In practice, there are many
kinds of features to select such as Haar-like features [16], Local Binary Pattern (LBP) [18] and
Histogram of Oriented Gradient (HOG) [19], among which Haar-like features have proven to
be quite effective for line and edge detection, and could be computed in a short time based on
the integral image. Therefore, Haar-like features are a potentially efficient feature type for BVS
struts detection. On the other hand, AdaBoost [16] has shown great robustness, quickness and
accuracy for object detection in the wild. Therefore in our method, a cascade classifier is trained
by AdaBoost [16] based on Haar-like features and is then used for BVS struts detection. The main
goal is to find the center position and size of each strut and determine a region of interest (ROI)
that completely contains the strut. Details are shown in the following three parts.

2.1.1. Feature extraction

Fig. 2 visualizes some basic models of Haar-like features. The feature value is defined as the
difference between the sum of the pixels within black and white regions. The model moves pixel
by pixel throughout the whole image to compute the feature values at different position. It is then
enlarged and again moves throughout the image to conduct the computation at different scales. In
this way, the features at different positions and different scales are computed successively.
However, due to the wide range of scales and positions, the amount of Haar-like features can

be extremely large. For example, a 24 × 24 image contains more than 70000 Haar-like features. It
is therefore time consuming to directly compute all these feature values in the original image.
Integral image provides an efficient approach to solve this problem. Specifically, an integral
image I I(x, y) is the sum of intensities located in up-left region of the original image I(x, y). In
this way, the integral image I I(x, y) can be defined as:

I I(x, y) =
x∑

x′=1

y∑
y′=1

I(x ′, y′) (1)

Then, the sum of any given rectangular region D(x1, y1, x2, y2) can be computed by:

D = I I(x1, y1) + I I(x2, y2) − I I(x1, y2) − I I(x2, y1) (2)

where points (x1, y1), (x2, y2), (x1, y2), (x2, y1) are the four vertexes of the rectangular region D.
Thus the intensity sum of a rectangle is computed with only four lookups. From that, any Haar-like
feature can be calculated with several lookups from the integral image in a short time.

Once all Haar-like features are computed, it is important to decide which feature to select for
the classification of strut and non-strut. In our approach, Adaboost algorithm is applied to select
the most effective Haar-like features for struts detection.
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Fig. 2. Some basic models of Haar-like features.

2.1.2. Classifiers training

In our approach, the training mainly contains two parts: training strong classifiers by AdaBoost,
and constructing the strong classifiers into a cascade. Each part is illustrated in detail as follows.

a. Multilayer-tree AdaBoost
The basic idea of AdaBoost is to combine different weak classifiers into a strong classifier that

performs much better than any single weak one. The simplest weak classifier is a decision stump
defined as:

h( f , x, p, θ) =
{

1 if p f > pθ
−1 else

(3)

where f is the feature value, x is the training sample, p represents polarity and θ is threshold. A
total of N training samples are labeled as (x1, y1) ...(xN, yN ) where yi = 1 for positive samples
and yi = −1 for negative samples. Each sample is classified by h based on Eq.( 3). If h = yi , the
sample is correctly classified. Otherwise, it is misclassified. For each feature, a threshold θ and a
polarity p are found to minimize the error rate e defined as the weighted sum of misclassified
samples. The feature with the minimal error rate is then chosen as the most distinguishable feature
in the weak classifier. Fig. 3(a) shows the structure of a weak classifier based on a decision stump.

A single weak classifier contains only one feature and can hardly reach excellent performance
on its own. In AdaBoost, this problem can be solved by combining different weak classifiers
into a strong one. The training for the following weak classifiers is similar as described above,
except that the weight distribution of training samples are changed iteratively. The key point is to
increase the weight of the misclassified samples so that the training will focus more and more
on hard examples. Once all weak classifiers are trained, they are combined into a strong one. In
AdaBoost, a weight αj is assigned to each weak classifier based on its error rate e. Specifically,
the lower e is, the larger weight a weak classifier is assigned with. The strong classifier is boosted
by the weighted weak classifiers. Fig. 3(b) shows a strong classifier consisting of J weak ones.

AdaBoost is very efficient for feature selection. However, due to the large number of Haar-like
features, different weak classifiers may share severe redundancy and can’t reach the optimal
performance once combined together. In order to solve this problem, in our method, decision tree
is selected as the weak classifier instead of a simple stump, as Fig. 3(c) shows. By maximizing
the decrease in error rate ∆e between parent and child node, the tree minimizes the redundancy
among the features within a weak classifier. Specifically, the first node is trained by selecting
the feature with the minimum error rate e. Then, the feature for the child node is selected to
maximize the decrease in error rate. This process is conducted repeatedly until the maximum
split is reached. In our method, the maximum split is set to three, as Fig. 3(c) shows.
The training of the strong classifier is similar to that illustrated in Fig. 3(b). The weight

distribution of misclassified samples is increased iteratively. Once all weak classifiers are trained,
they are assigned with different weights to construct a strong classifier. Traditionally, one weak
classifier is assigned with one weight. However, this idea neglects the difference in classification
ability of different nodes within a weak classifier. In our method, each weak classifier is assigned
with four weights αj,1 to αj,4 corresponding to the four leaf nodes, as Fig. 3(d) shows.

The training process of decision tree-based AdaBoost is represented by pseudo code as follows:
Input:
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(a) (b)

f1

f2

f3

else

-1

-1

-1 1

else

else

p f >p ϴ 

p!f!>p!ϴ!

p"f">p"ϴ"

f1
else

-1

p f >p ϴ 

1

(c) (d)

1α

1, 1α

1, 2α

1, 3α 1, 4α

, 1Jα

, 2Jα

, 3Jα , 4Jα

Jα

-1 1 -1 1

-1

-1

-1 1

-1

-1

-1 1

Fig. 3. The structure of a weak classifier built up by (a) a decision stump and (c) a decision
tree. (b) and (d) are the strong classifier boosted by (a) and (c), respectively.

1) A set of training samples (x1, y1) ...(xN, yN ), where yi = 1,−1 for positive and negative
samples respectively.
2) Number of desired iteration J for boosting.
Output:
A strong classifier consisting of J weak classifiers.
Steps:
1. Initialize the weight distribution ω1,i = 1/2m, 1/2l for yi = −1, 1, where m and l are the
number of negative and positive samples. The total number of training samples N = m + l;
2. For j = 1 : J

2.1 Normalize the weights: ωj,i = ωj,i/
N∑
i′=1

ωj,i′ ;

2.2 For each weak classifier cj , select 3 features as the tree node h j,u (u=1,2,3) to minimize
the error rate e and maximize the decrease of error rate ∆e, where e =

∑
i
ωj,i |h j,u(xi) − yi |/2

and ∆e = eq − eq+1 (q=1,2, eq and eq+1 are the error rate of parent and child node);
2.3 For each leaf node h′

j,k
(k=1,2,3,4), a weight αj,k is computed as αj,k=0.5log(

1−e j,k
e j,k
),

where e j,k is the error rate of the kth leaf node of the jth weak classifier. The larger e j,k is, the
smaller αk a leaf node is assigned with.
2.4 Update sample weights: ωj+1,i = ωj,iβ

1−εi
j , where εi = 1 for misclassified samples and

εi = 0 otherwise, and βj =
e j

1−e j . Since e j < 0.5, βj is thus between 0 and 1. Therefore, ωj+1,i
becomes smaller for correctly classified samples while staying the same for misclassified ones;
3. The final strong classifier is:

H(x) =


1 if
J∑
j=1

cj − t > 0

0 else
(4)

where cj represents the score of the jth weak classifier and is defined as cj = αj,kh′
j,k

(k is the
index of the leaf node that an input image is classified into); t is a threshold automatically selected
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based on the performance of the corresponding strong classifier that runs on the validation set.
Specifically, the desired detection rate (DDR) for a strong classifier is manually set in advance.
The threshold t is automatically selected so that the detection rate > DDR. Fig. 3(d) shows the
strong classifier built up by decision trees.

b. Cascade AdaBoost
The detection time of a strong classifier is proportional to the number of weak classifiers it

contains. So it usually takes an extremely long time when using a single strong classifier to
detect every sub-image. In order to speed up the detection, in our method, a cascade classifier
is constructed. Each stage of the cascade is a strong classifier. Smaller boosted classifiers are
constructed at early stages to remove most negative sub-images that can be easily rejected while
detecting almost all positive ones. Then, more complex classifiers are deployed later to remove the
false positives difficult to reject. Thus, a cascade of strong classifiers is constructed by gradually
adding more complex strong classifiers at subsequent stages, as is shown in Fig. 4(e).
In order to improve the performance of the later strong classifiers, the training samples are

iteratively updated during the construction. Specifically, positive samples remain the same for
each stage, while negative samples for the subsequent stage are collected from the false positive
sub-windows detected by the current detector that runs on IVOCT images.
During testing, an input sub-image goes through the cascade classifier stage by stage until

rejected by one stage (Hs(x) = 0), or successfully passing through all stages (Hs(x) = 1 for all
stages). If it passes through the whole cascade classifier, it is usually counted as a true positive.
However, some false positives may still exist. In order to remove as much false positives as
possible while retaining a relatively high detection rate, a score Ss for the sth strong classifier is
computed as:

Ss =
J∑
j=1

cs, j − ts (5)

Here, cs, j is the jth weak classifiers of the sth strong classifier, and ts is the threshold of the sth
strong classifier, as is mentioned in Eq. (4). Suppose that the cascade classifier has a total of Ns

stages, the sum
Ns∑
s=1

Ss can be seen as a score which measures how confident the cascade classifier

is that the input sub-image is a positive one. A threshold T is set so that a sub-image is counted
as a true positive when:

Hs(x) = 1, s = 1, 2...Ns
Ns∑
s=1

Ss − T > 0 (6)

With the cascade classifier, struts detection can be automatically conducted in IVOCT images.

2.1.3. Detection

Fig. 4 demonstrates the detailed process for struts detection in IVOCT images. There are three
main steps in total: pre-process, detection, and post-process.

Firstly, the input IVOCT image is preprocessed to segment the lumen, guide wire and protective
sheath to determine a detection region, and then construct a series of multiscale images for
detection, as is shown in Fig. 4(b) to (c). In our method, Dynamic Programming (DP) is applied
for the segmentation. Details can be seen in our previous work [20, 21]. The lumen is then
expanded by a value ε to ensure that all struts are within the expanded lumen contour. The
regions outside the expanded lumen, or within the guide wire and protective sheath, are removed
to construct the detection region, as Fig. 4(b) shows. Besides, since the size of BVS struts
varies, the image is down sampled into a series of multiscale images based on a scale factor
σ = [1, 1.5, 1.52, 1.53, 1.54], as Fig. 4(c) shows.
The next step is to detect the position and size of BVS struts by the trained cascade classifier.

A sliding window of fixed size L × L (L = 24 pixels) moves throughout each of the multiscale
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Input image Detection region

Trained cascade classifier

BVS candidates

Multiscale

Output image

False positive removal

Seed points
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(d)
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(g)

(h)

Preprocess

Stage-1

Stage-2

Stage-s

False positive

None

None

None

S1

S2

∑Ss > T ?None
No

Yes

SS

Fig. 4. The workflow for BVS struts detection with trained cascade classifiers.

images with a step of K = 3 pixels, and the cascade classifier determines whether the sub-window
contains a BVS strut. If successfully detected as a candidate strut, the position of the strut is
represented by the center point of the corresponding sliding window. Besides, since the strut
varies in size from one to another, it’s vital to find a local ROI for each strut so that it can be
further segmented. In our method, the ROI is represented by a circle whose radius R is defined as:
R = σ × L/2, where σ is the scale factor and L is the size of the sliding window. For a large strut,
it is usually detected at a large scale σ, and the ROI is therefore larger based on the definition. As
Fig. 4(e) shows, the yellow circles represent ROIs and the red dots refer to candidate seed points.

Since a strut is detected at multi-scales, and the step K is far smaller than strut size, there is high
chance that a strut is detected by more than one candidate seed point. Therefore it is important
to cluster the candidates and select one that best describes the corresponding strut. Besides,
some obvious false positives may occur after detection, and need to be removed. Therefore,
post-process is conducted to optimize the result. It mainly contains two parts: candidates selection
and false positive removal, as is shown in Fig. 4(f) to (h). Details are discussed as follows.
The main strategy for candidates selection is to search for a candidate seed point with the

highest score
∑

Ss within a neighborhood. Here, we use a distance threshold λ = 20 pixels to
determine the region of the neighborhood. In this way, for each detected strut, a seed point is
found, and the corresponding ROI is determined to represent the position and size of the strut.
The result of candidates selection is shown in Fig. 4(f).

On the other hand, during the imaging process, some light is absorbed by BVS struts and
leaves some shadow artifacts in the same direction, which may lead to obvious false positives.
Fig. 4(g) shows a false positive (blue dot) caused by shadow artifacts. These false positives need
to be removed. The main strategy for false positive removal is shown in Fig. 4(g). The key idea is
to transform the image into polar coordinate system and compute an angle φ for each seed point.
Here, φ is the largest included angle of horizontal line and the line between two seed points.
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Fig. 5. The process of struts segmentation.

Specifically, the larger φ is, the more likely that the two seed points are within the same vertical
line, and the lower one is therefore more likely to be a false positive. An angle threshold Φ = 60◦
is set in advance. If φ > Φ, it is counted as a false positive and removed. The remaining seed
points are then transformed back into Cartesian coordinate system and are seen as the final result
of struts detection, as is shown in Fig. 4(h).

2.2. Struts segmentation

In order to quantitatively measure the distance between struts and lumen for malapposition
analysis, struts boundaries need to be segmented. Based on the detection, the segmentation
problem can be resolved by traditional methods [8]. In our study, DP algorithm is applied to
segment the detected struts. Fig. 5 shows the main steps of struts segmentation.

Firstly, each ROI, as Fig. 5(a) shows, is transformed into polar coordinate system characterized
by angle γ and depth d. Details for the transformation can be found in the work [22]. Then, the
transformed image I is filtered by 3 detectors that are respectively sensitive to edges of 0◦, −60◦
and 60◦. The 3 filtered images are shown in Fig. 5(b). After that, an energy image E is generated
through a combination of the 3 filtered images. Suppose that the size the transformed image is
M × R, i.e., γ ∈ [1, M] and d ∈ [1, R], E can be defined as:

E(γ, d) = min{E1(γ, d), E2(γ, d), E3(γ, d)}, γ ∈ [1, M], d ∈ [1, R] (7)

where E1(γ, d), E2(γ, d) and E3(γ, d) are the pixel values of the 3 filtered images. Fig. 5(c)
visualizes the energy image. Our goal of struts boundary segmentation can be defined as searching
for a path from column 1 to column M in the energy image E with the minimal accumulated pixel
value C. Considering the connectivity constraint between adjacent columns on the strut boundary,
this problem can be broken into a series of subproblems and resolved iteratively through the
subproblems by DP algorithm. Specifically, the accumulated pixel value C in our method is
defined as:

C(γ, d) = E(γ, d), γ = 1
C(γ, d) = min C(γ − 1, d∗) + E(γ, d), 1 < γ ≤ M (8)
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where C(γ, d) is the minimal accumulated pixel value from column 1 to point (γ, d), d∗ ∈
[d − δ, d + δ], and δ is a neighborhood coefficient that determines the connectivity between
adjacent columns. In our method, δ = 1 pixel. E(γ, d) is the pixel value at point (γ, d) in the
energy image E . In this way, a new matrix C is computed. By back tracking the minimal pixel
value in C, the optimal path can be found. Fig. 5(d) shows the strut boundary segmented by DP
algorithm in the polar coordinate system. The image, along with the segmented boundary, is then
transformed back into Cartesian coordinate system, as is shown in Fig. 5(e).

2.3. Malapposition computation

After having obtained the segmentation data, we are able to compute the struts malapposition
automatically based on the lumen and struts segmentation results. The minimum distance between
a segmented strut and the lumen is computed. If the distance is larger than 150µm, the strut
is counted as a malapposed strut. Otherwise, it is an apposed strut. Details can be seen in
Fig. 6(d)(e)(f).

3. Experimental setup

3.1. Materials

In our experiment, all scaffolds were the ABSORB 1.1 bioresorbable vascular scaffold (Abbott
Vascular, Santa Clara, CA, USA). All IVOCT images were acquired using the FD-OCT system
(C7-XR system, St. Jude, St. Paul, Minnesota). The resolution of the system was 10µm/pixel.
Each image has 704 × 704 pixels. A total of 15 baseline pullbacks, each of which contained 271
IVOCT images, were selected for the experiment. There were 12550 struts in the 15 pullbacks
and all struts were manually segmented as the ground truth by an expert. Among the 15 pullbacks,
4 sets were used for training, another 4 sets were applied for validation, and the last 7 sets were
employed for testing. However, limited by the computer memory, the training and validation data
could not be fully used. Therefore, we randomly selected 1500 struts from training data and 2000
struts from validation data for training and validation, respectively. The 7 testing pullbacks were
fully used, among which NO.2 and NO.3 contained both apposed and malapposed struts with
blood clearly flushed, and NO.4 to NO.7 mainly contained apposed struts with blood artifacts.

3.2. Parameter settings

The thickness of a commonly seen BVS strut was about 150µm [23], and the length ranged
from 150µm to 800µm. Therefore, the size of the training samples was set to 24 × 24 pixels
(240 × 240µm2), which was about 1.5 times the thickness of a common strut, to completely
contain the strut without involving too much background. For struts larger or smaller than the
common size, the sampling window should be 1.5 times the size of the strut and then normalized
to 24 × 24 pixels. The scale factor was set to σ = [1, 1.5, 1.52, 1.53, 1.54] to ensure that the
largest struts can also be completely contained within a sliding window. The numbers of positive
and negative training samples for each strong classifier were: l = 1500,m = 4500. The desired
detection rate of a strong classifier was: DDR = 99%.

For the parameters used in the detection and segmentation part, lumen expansion ε was set to
30 pixels, which was twice the width of a BVS strut (15 pixels), to ensure that all struts were
within the detection ROI. The size L of the sliding window was the same as that of the training
sample (24 × 24 pixels). Window step K was set to 3 pixels to ensure that every sub-window
was detected. The distance threshold for candidates clustering was λ = 20 pixels, which was one
quarter of the length of the largest strut.
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3.3. Structure of the cascade classifier

Since AdaBoost rarely overfits in the low noise regime [24], there is no critical principle for the
selection of the number of stages Ns and the number of weak classifiers J per stage. In our task,
we empirically set Ns to 20, so that there are both enough simple classifiers at early stages and
enough complicated classifiers at late stages. The number of weak classifiers J per stage was set
through a trial and error process in which J was gradually increased until more than 99% positive
samples were passed while a certain percentage of negative samples were rejected. The rejection
percentage was set to 50% for the first stage, and was increased stage by stage until reaching 99%
at the last stage. During training, the classification error on validation set was recorded to show
whether the classifier was over trained. In this way, we finally trained a 20-stage cascade classifier
with a total of 1326 weak classifiers. The first 5 stages contained 1 to 5 weak classifiers each,
followed by stage 6 to stage 10 which contained 10 to 30 weak classifiers. Stage 11 to stage 20
consisted of more complex classifiers which contained 60 to 150 weak classifiers. It took about
84 hours in total to train the cascade classifier, and the classification error converged to around
3%, indicating that the classifier was not over trained.

3.4. Evaluation criteria

To quantitatively evaluate the performance of our method, true positive rate (TPR), false positive
rate (FPR) and F measure were computed for the testing pullbacks and were defined as:

TPR = TP/(TP + FN)
FPR = FP/(TP + FP)
F = 2 × (1 − FPR) × TPR/(1 − FPR + TPR)

(9)

where TP, FN and FP referred to the number of true positives, false negatives and false positives
respectively.

For quantitative evaluation of detection, the center position error (CPE), defined as the distance
between a seed point and the center of the corresponding ground truth, was calculated. In our
experiment, CPE was computed by:

CPE =
√
(xs − xg)2 + (ys − yg)2 (10)

where (xs, ys) and (xg, yg) were the location of a seed point and the corresponding ground truth,
respectively.
For quantitative evaluation of segmentation, Dice coefficient was applied to measure the

coincidence degree of the area between the segmentation result and ground truth. In our
experiment, Dice coefficient was defined as:

Dice = 2 × (As ∩ Ag)/(As + Ag) (11)

where As and Ag were the area of the segmentation result and ground truth, respectively.
For quantitative evaluation of malapposition analysis, malapposition rate was computed for

both our method and ground truth. Here, malapposition rate was defined as the proportion of
malaoppsed struts to all struts.

4. Results

4.1. Qualitative results

Fig. 6 shows some of the detection and segmentation results. White translucent masks are the
ground truth marked by an expert. Blue dots refer to detected seed points, and yellow circles refer
to the corresponding ROI. Green and red curves represent apposed and malapposed BVS struts,
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Fig. 6. The results of struts detection and segmentation in (a) normal images, (b)(c) images
with severer artifacts and (d) to (f) images with apposed and malapposed struts. White
translucent masks are the ground truth marked by an expert. Blue dots refer to detected seed
points, and yellow circles refer to the corresponding ROI. Green and red curves represent
apposed and malapposed BVS struts, respectively. For malapposed struts, the distance
between lumen and strut (µm) is represented by the white line.

respectively. Fig. 6(a) is an IVOCT image that is commonly seen in a pullback. It can be seen that
almost all struts were correctly detected and segmented, while no false positives remained. The
only strut that failed to be detected was quite unclear in this frame, as the sub-image shows at the
top right of Fig. 6(a). Shown in Fig. 6(b) and (c) are images with blood artifacts. Although blood
artifacts were quite severer, our detector successfully detected all struts with no false positive
detections. Fig. 6(d) to (f) are images that contain both apposed and malapposed struts, where
cerulean curves represent lumen contour. For malapposed struts, the distance between struts and
lumen were automatically labeled. It can be seen that for both images with or without blood
artifacts, our method precisely detected and segmented almost all struts with few false positives.
Besides, apposed and malapposed struts were correctly distinguished.
For accurate 3D visualization, Visualization Toolkit (VTK) is employed in our experiment.

Fig. 7 shows the 3D reconstruction model of BVS struts within the coronary artery. Green and red
curves refer to apposed and malapposed struts respectively, and yellow lumen were the coronary
artery. It can be seen that apposed struts were embedded into artery lumen while malapposed
struts were not. We can also see that the proximal of the BVS contained more malapposed struts
than the distal. This is because the proximal of the coronary artery is usually larger than the distal,
and is thus more difficult for struts to be completely apposed.

The above qualitative analysis suggested that our method was effective and robust for BVS struts
detection and segmentation, and could be applied to evaluate and analyze struts malapposition in
both 2D and 3D images.
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Fig. 7. The 3D reconstruction model of BVS struts within the coronary artery. Green and
red curves refer to apposed and malapposed struts respectively. The golden layer is the tissue
and the incarnadine layer inside is the coronary artery lumen. The Grey thin tube is the guide
wire.

Table 1. The quantitative evaluation results.
Detection Segmentation Malapposition Rate (%)

Data set No.F No.GT TPR FPR F CPE Dice Manual Automatic
NO.1 81 691 95.5 9.22 0.93 26.4 0.81 0.432 0.275
NO.2 119 928 91.3 10.2 0.91 31.2 0.81 1.71 2.01
NO.3 76 603 92.0 10.6 0.90 32.4 0.81 11.6 11.8
NO.4 118 1172 90.4 11.4 0.89 21.3 0.82 0 1.00
NO.5 78 604 93.4 16.8 0.88 24.8 0.82 0.166 0.191
NO.6 147 1188 90.8 15.4 0.88 30.0 0.82 0 0.705
NO.7 86 635 86.9 10.8 0.88 24.1 0.79 0 0

Average - - 91.5 12.1 0.90 27.2 0.81 - -
No.F: Number of frames evaluated; No.GT: Number of the ground truth; TPR: True positive rate (%); FPR: False positive rate (%); F:
F-value; CPE: Center position error (µm).

4.2. Detection results

Table. 1 demonstrates the quantitative evaluation of struts detection, segmentation and malappo-
sition analysis for each pullback.

For the evaluation of struts detection, a seed point is counted as a true positive if it is completely
covered by a ground truth. Otherwise it is a false positive. It can be seen that our method reached
a TPR of 91.5% and a FPR of 12.1% on average. By comparing the F measure between pullback
NO.1-NO.3 (with no blood artifact) and NO.4-NO.7 (with severe blood artifact), we can see that
the detection performance was, as expected, a little inferior when the image contained severe
blood artifact. But the difference was quite little, and our method still successfully detected over
91% struts with average FPR less than 14% under severe blood artifact. Therefore, our method
was robust for BVS struts detection under complex background. Besides, the average CPE was
27.2µm. Considering that the thickness of a BVS strut was usually up to 150µm, the CPE was
relatively small, showing that our detection was accurate. The average F measure was 0.90,
suggesting that the detection performance was outstanding.

Since the threshold T significantly influenced the detection performance, we manually changed
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Fig. 8. (a) The ROC curve of struts detection for multi layer tree-based classifier (green
curve) and single layer stump-based classifier (blue curve). (b) The error bar of segmentation
Dice coefficient for the seven test sets.

the value of T and plotted the ROC curve of struts detection, as is shown in Fig. 8(a), so that the
best value of T could be found. The green curve was the ROC curve of our three layer tree-based
classifier. It suggested that the best performance was achieved when FPR was about 12% and TPR
was about 92%. At that very point, T=100. As a matter of fact, our detection and segmentation
was conducted under the condition that T =100, and all the results were also obtained with T=100.
Besides, in order to compare the performance of the single layer stump-based classifier and our
multi layer tree-based classifier, we trained a single-layer classifier based on the same training
samples and tested it on the same test sets. The blue curve in Fig. 8(a) shows the ROC curve of the
single layer classifier. It can be seen that the green curve was higher than the blue one throughout
the Fig., suggesting that our classifier performed better than the single-layer classifier. Since the
best performance of the ROC curve was obtained at the best point that was nearest to the top
left corner of the coordinate system, we compared the best performance of the two ROC curves
at that point. The proposed multi-layer method reached a TPR=91.5% and FPR=12.1% at the
best point, with F value at 0.90. In comparison, the single layer method achieved a TPR=85.4%
and FPR=10.4% at the best point, with F value at 0.87. It suggested that the multi-layer method
improved the F value by about 3.4% compared to the single layer method.

4.3. Segmentation results

To quantitatively evaluate the performance of struts segmentation, Dice coefficient was computed
in our experiment. From Table. 1 we can see that the average Dice coefficient of the 7 pullbacks
was 0.81, suggesting that our segmentation was accurate. To illustrate the robustness of struts
segmentation, the error bar of Dice coefficient was plotted, as is shown in Fig. 8(b). It can be
seen that the Dice coefficient kept stable at around 0.81 for all pullbacks, and the variance was no
more than 0.02, indicating that our segmentation was robust.

4.4. Malapposition results

To quantitatively evaluate the performance of malapposition analysis, malapposition rate was
computed for both our method and ground truth. It can be seen from Table. 1 that the overall
malapposition rate for our method matched well with that of the ground truth, and sometimes a
little higher. Recall rate and false positive rate of malapposed struts were also computed. The
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Fig. 9. The segmentation results of (a) partly hidden struts, (b)struts with unclear borders
and, (c) struts with a bright spot in the center.

overall recall rate was 97.8% and the false positive rate was 26.7%. It suggested that our method
successfully segmented almost all malapposed struts, but made some false positive detections as
well. The false positive malapposed struts mainly came from the false positive detections such as
blood artifacts during struts detection. This also explained why the malapposition rate of our
method was generally a little higher than that of the ground truth.

4.5. Time consumption results

In our experiment, MATLAB 2015b was used for the realization of the algorithm. The computer
configuration is: Intel Core i5-4460, CPU 3.20GHz. The key component of our algorithm was
encapsulated as mex file and accelerated through C++. The average time consumption of struts
detection and segmentation for a pullback was 14.81sec in total, with 10.69sec spent in detection
and 4.12sec in segmentation. As contrast, the traditional manual detection and segmentation for
a pullback usually cost up to five hours by a human expert. Therefore, our method dramatically
sped up malapposition analysis.

5. Discussion

The thresholds dramatically influenced the performance of our detection, segmentation and
malapposition analysis. In our work, there were mainly two kinds of thresholds: weak classifiers
thresholds θ, and the score threshold T . In our experiment, T was obtained based on the ROC
curve tested on the validation set, and all θ were learned through training. In other words, the
thresholds in our method were all automatically obtained by learning from a large number of
samples. Generally speaking, the automatically learned thresholds were better than thresholds
that were empirically set. Admittedly, the quantitative results of our method seemed inferior
compared to Wang’s work [14]. This might possibly result from the difference of testing data.

On the other hand, it is quite common in IVOCT images that a BVS strut is partly hidden, has
unclear borders, or contains a bright spot in the center, which brings some difficulties to accurate
strut boundary segmentation. Fig. 9 shows the segmentation results under these circumstances.
Fig. 9(a) contains a struts that is partly hidden by the guide wire. Fig. 9(b) contains a struts
whose boundary is blurred by surrounding background. Fig. 9(c) shows struts that contain bright
spots in the center. It can be seen from Fig. 9(a) and (b) that our method accurately detected and
segmented the struts that are partly hidden by the guide wire and struts with unclear borders. For
struts that contain bright spots in the center, our method tend to detect the strut as two separated
small struts, and conduct boundary segmentation for the two parts separately. It can be seen from
Fig. 9(c) that, although the big strut was separated into two parts, the segmentation was accurate
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for both of the two parts. It indicates that our method was robust under different backgrounds.

6. Conclusion

In this paper, we proposed a novel framework for automatic malapposition analysis of BVS struts
in IVOCT images. At first step, a cascade of classifiers is trained based on Haar-like features and
AdaBoost algorithm and is then used for struts detection. At second step, DP algorithm was used
to segment the struts boundaries. Based on the segmentation result, apposed and malapposed
struts were distinguished automatically. The contribution of this paper mainly contains: 1) The
proposal of a novel framework for automatic malapposition analysis that broke down the complex
problem into two steps, which significantly simplified the task ; 2) The employment of Adaboost
that trained a cascade of classifiers to obtain better robustness against blood artifacts; 3) The
improvement of malapposition analysis velocity that reduced the analysis time for a pullback
from 5 hours down to seconds. The qualitative and quantitative evaluation shows that our method
is accurate and efficient for BVS struts detection and segmentation. The performance on images
with or without blood artifacts were almost the same, suggesting that our method is robust
under complex background. Besides, time consumption assessment shows that our method is
fast enough for real-time malapposition analysis. It concludes that our method meets the clinical
requirement of quantification and immediacy in malapposition analysis, and is of potential value
in both clinical research and medical care. Since our method is currently applied to BVS (Abbott
Vascular, Santa Clara, CA, USA) only with base-line data, future work will possibly extend to the
analysis of metallic stent and other similar kinds of BRS in follow-up pullbacks and pullbacks
with thrombus once the dataset is available. Besides, our current segmentation hasn’t make use
of the prior knowledge that a BVS strut was in box shape, future work will also focus on the
improvement of segmentation accuracy based on the prior knowledge.
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